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  ABSTRACT  

 
 

In this article, we present the norm minimizing estimation of a 

set indexed stochastic process 𝑌 = {𝑌𝐴: 𝐴 ∈ 𝐀} (by a linear and 

a nonlinear function of another set indexed stochastic 

process𝑋 = {𝑋𝐴: 𝐴 ∈ 𝐀})of the future value 𝑌𝑇  in terms of 

limits of its past 𝑋𝐴𝑛
 and 𝑌𝐴𝑛

. In addition, we present the 

orthogonality principle. We prove with some assumptions that 

aset indexed norm minimizing estimation of 𝑌 is 𝑋 if and only 

if 𝑌 − 𝑎𝑋, 𝑋 are orthogonal, when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
. 
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1. INTRODUCTION  

In this article, we present the norm minimizing estimationmethodof a set indexed stochastic processby 

another set indexed stochastic process, when the set index 𝐀is a compact set collection on a topological space 

𝑇. The choice of the collection A is critical: it must be sufficiently rich in order to generate the Borel sets 

of𝑇, but small enough to ensure the existence of a continuous process defined on 𝐀.  

We introduce a norm minimizing estimationof a set indexed stochastic process  𝑌 =  𝑌𝐴: 𝐴 ∈ 𝐀 in 

terms of another set indexed stochastic process𝑋 =  𝑋𝐴: 𝐴 ∈ 𝐀 by a linear and a nonlinear function of𝑋. We 

prove with some assumptions that a set indexed  of 𝑌  by linear function of set indexed process is 𝑎𝑋 +

𝑏when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 and 𝑏 = 0, by nonlinear function of set indexed process is lim

𝐴↗𝑇
𝐸[𝑌𝐴|𝑋𝐴]. 

 In addition, we present the orthogonality principle. We prove with some assumptions that aset 

indexed norm minimizing estimationof 𝑌is𝑋if and only if 𝑌 − 𝑎𝑋, 𝑋 are orthogonal, when𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 . 

 
 

Preliminaries 

 
In the study, processes areindexed by an indexing collection 𝐀 (see [IvMe]) of compact subsets of a 

locally metric and separable space𝑇. We use the definition of 𝐀 and notation from [IvMe] and all this section 

comefrom there: 

Let (𝑇, 𝜏) be a non-void sigma-compact connected topologicalspace. A nonempty class 𝐀 of 

compact, connected subsets of 𝑇is called an indexed collection if it satisfies the following: 

http://www.ijesm.co.in/
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a. ∅ ∈ 𝐀. In addition, there is an increasing sequence (𝐵𝑛) of sets in 𝐀 s.t.𝑇 = ⋃𝑛=1
∞ 𝐵𝑛

∘ . 

b. 𝐀is closed under arbitrary intersections and if 𝐴, 𝐵 ∈ 𝐀 are nonempty, then 𝐴⋂𝐵 is 

nonempty. If (𝐴𝑖) is an increasing sequence in 𝐀and if there exists 𝑛such that𝐴𝑖 ⊆ 𝐵𝑛 for 

every𝑖, then⋃𝑖𝐴𝑖 ∈ 𝐀. 

c. 𝜎(𝐀) = 𝐁 where𝐁 is the collection of Borel sets of𝑇. 
 

We will require other classes of sets generated by𝐀. The first is𝐀(𝐮), which is the class of finite unions of 

sets in𝐀. We note that 𝐀(𝐮)is itself a lattice with the partial order induced by set inclusion. Let 𝐂consists of 

all the subsets of 𝑇of the form 

𝐶 = 𝐴\𝐵, 𝐴 ∈ 𝐀, 𝐵 ∈ 𝐀(𝐮). 

A set-indexed stochastic process 𝑋 = {𝑋𝐴: 𝐴 ∈ 𝐀} is additive if ithas an (almost sure) additive extension 

to𝐂:𝑋∅ = 0and if𝐶, 𝐶1, 𝐶2 ∈ 𝐂 with 𝐶 = 𝐶1⋃𝐶2 and 𝐶1⋂𝐶2 = ∅ then almost surely𝑋𝐶 = 𝑋𝐶1
+ 𝑋𝐶2

. In 

particular, if 𝐶 ∈ 𝐂and 𝐶 = 𝐴\⋃𝑖=1
𝑛 𝐴𝑖 ,            𝐴, 𝐴1, . . . , 𝐴𝑛 ∈ 𝐀 then almost surely 

𝑋𝐶 = 𝑋𝐴 −  𝑋𝐴⋂𝐴𝑖
+𝑛

𝑖=1  𝑋𝐴⋂𝐴𝑖⋂𝐴𝑗
−. . . +(−1)𝑛𝑋𝐴⋂⋂𝑖=1

𝑛 𝐴𝑖𝑖<𝑗 . 

We shall always assume that our stochastic processes are additive. We note that a process with an (almost 

sure) additive extension to𝐂 also has an (almost sure) additive extension to 𝐂(𝐮). 

 

Norm minimizing estimation in set indexed stochastic processes 

 
Definition 1. 

(a) Let𝐴 = {𝐴𝑛}be an increasing sequence in𝐀. We write 𝐴𝑛 ↑ 𝑇 (or, in short notation𝐴 ↑ 𝑇) if 𝐴𝑛 ≠ 𝑇for all 

𝑛and⋃𝑛𝐴𝑛 = 𝑇.  

(b) We write 𝐴 ↗ 𝑇 if 𝐴𝑛 ↑ 𝑇 for all an increasing sequence{𝐴𝑛} in 𝑇↑ = {{𝐴𝑛}: 𝐴𝑛 ↑ 𝑇} 

 

We introduce the estimation of a set indexed stochastic process  𝑌 = {𝑌𝐴 : 𝐴 ∈ 𝐀}in terms of another 

set indexed stochastic process𝑋 = {𝑋𝐴: 𝐴 ∈ 𝐀}. Throughout this analysis, the optimality criterion will be the 

minimization of the norm value of the estimation.Let 𝑋 =  𝑋𝐴: 𝐴 ∈ 𝐀 , 𝑌 =  𝑌𝐴: 𝐴 ∈ 𝐀 be a square-

integrable set indexed stochastic processes. We define the inner product:  

〈𝑋, 𝑌〉 = ∃lim
𝐴↗𝑇

𝐶𝑜𝑣(𝑋𝐴 , 𝑌𝐴) 

(In another words, for all {𝐴𝑛 } ∈ 𝑇↑the limits are existing and equal). Easy to see that  

 𝑋 =  〈𝑋, 𝑋〉 

is a semi-norm.  

We define the equivalence relation on square-integrable set indexed stochastic processes:  

 𝑋 − 𝑌 = 0        ⇔       𝑋 ≈ 𝑌 

We denote the quotient setby 𝐻 (In another words, 𝐻 = {[𝑋]≈:  𝑋 ∈ 𝐿2(𝐴)} then [𝑋]≈is an equivalence 

class). Now, we can define an inner product and a norm on 𝐻:  

〈𝑋, 𝑌〉𝐻 = 〈𝑋, 𝑌〉and 𝑋 𝐻 =  〈𝑋, 𝑋〉𝐻  

for all 𝑋, 𝑌 ∈ 𝐻  (𝑋 ∈ [𝑋]≈, 𝑌 ∈ [𝑌]≈) 

 

Definition 2. 

a. Let 𝑋, 𝑌 be a random variables with finite variance. We say that estimation of 𝑌 is 𝑋 if 
𝐸[ 𝑌 − 𝑋)2 is minimal (see [Pa]). 

b. Let 𝑋, 𝑌 ∈ 𝐻. We say that set indexed norm minimizing estimation of 𝑌is 𝑋 if  𝑋 − 𝑌 𝐻
2 is 

minimal. 
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Theorem 2. Let 𝑋, 𝑌 ∈ 𝐻andlim
𝐴↗𝑇

𝐸 𝑋𝐴 = lim
𝐴↗𝑇

𝐸 𝑌𝐴 = 0. 

a. Set indexed norm minimizing estimation of 𝑌 by constant set indexed process𝑋 = 𝑐when 

𝑐 = 0. 

b. Set indexed norm minimizing estimation of 𝑌  by linear function of set indexed process is 

𝑎𝑋 + 𝑏when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 and 𝑏 = 0. 

c. Set indexed norm minimizing estimation of 𝑌 by nonlinear function of set indexed process 

islim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑋𝐴]. 

Proof. 

a. Define 𝑔(𝑐) =  𝑌 − 𝑐 𝐻
2 = lim

𝐴↗𝑇
𝐸[𝑌𝐴 − 𝑐]2. Clearly, 𝑔(𝑐)is minimum if𝑔′(𝑐) =

−2lim
𝐴↗𝑇

𝐸[𝑌𝐴 − 𝑐] = 0. Then 𝑐 = 0for 𝐴 ↗ 𝑇. 

b. For a given𝑎, set indexed norm minimizing estimationof𝑌 − 𝑎𝑋is a constant set indexed 

process. Then from (a) we get:  

𝑏 = 0. 

Define  

𝑔(𝑎) =  𝑌 − 𝑎𝑋 𝐻
2 = lim

𝐴↗𝑇
𝐸[𝑌𝐴 − 𝑎𝑋𝐴]2 = 

= 〈𝑌, 𝑌〉𝐻 − 2𝑎〈𝑋, 𝑌〉𝐻 + 〈𝑋, 𝑋〉𝐻𝑎2. 

Clearly, 𝑔(𝑎)is minimum if𝑔′(𝑎) = 0.  

Then 

𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
. 

c. We must find the function 𝑔(𝑥)such that 

 𝑌 − 𝑔(𝑋) 𝐻
2 = lim

𝐴↗𝑇
𝐸[ 𝑌𝐴 − 𝑔 𝑋𝐴 )2 is minimum. 

lim
𝐴↗𝑇

𝐸[(𝑌𝐴 − 𝑔(𝑋𝐴))2] = lim
𝐴↗𝑇

 [𝑦 − 𝑔(𝑥)]2
ℜ2 𝑑𝐹𝑌𝐴 ,𝑋𝐴

(𝑥, 𝑦).  

But 

𝐹𝑌𝐴 ,𝑋𝐴
(𝑥, 𝑦) = 𝐹𝑋𝐴

(𝑥)𝐹𝑌𝐴 |𝑋𝐴
(𝑦),  

then 

 𝑌 − 𝑔(𝑋) 𝐻
2 = lim

𝐴↗𝑇
 𝑑𝐹𝑋𝐴

(𝑥)

∞

−∞

 [𝑦 − 𝑔(𝑥)]2𝑑𝐹𝑌𝐴 |𝑋𝐴
(𝑦)

∞

−∞

 

The integrands above are positive. Hence  𝑌 − 𝑔(𝑋) 𝐻
2 is minimum if the inner integral is minimum 

for every 𝑥. Hence it is minimum if 𝑔(𝑥)is constant. Then from (a) we get:  

𝑔(𝑥) = lim
𝐴↗𝑇

 𝑦𝑑𝐹𝑌𝐴 |𝑋𝐴
(𝑦) =

∞

−∞
lim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑥]. ◻ 

 

Theorem 3. (The orthogonality principle) Let 𝑋, 𝑌 ∈ 𝐻 and lim
𝐴↗𝑇

𝐸[𝑌𝐴] = lim
𝐴↗𝑇

𝐸[𝑋𝐴] = 0.  𝑌 − 𝑎𝑋 𝐻
2 is 

minimal if and only if 〈𝑌 − 𝑎𝑋, 𝑋〉𝐻 = 0. 

 (In other words, set indexed norm minimizing estimation of 𝑌 by linear function of set indexed process is 

𝑎𝑋when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 and 𝑏 = 0 if and only if 𝑌 − 𝑎𝑋 ⊥ 𝑋). 

 

(Note: Two random variables are called orthogonal if 𝐸[𝑋𝑌] = 0. We shall use the notation 𝑋 ⊥ 𝑌to indicate 

that𝑋, 𝑌are orthogonal). 

Proof.  

Based on Theorem 2(b), set indexed norm minimizing estimationof 𝑌 by linear function of set indexed 

process is 𝑎𝑋 + 𝑏when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 and 𝑏 = 0. 

 If we define  

𝑔(𝑎) =  𝑌 − 𝑎𝑋 𝐻
2 = lim

𝐴↗𝑇
𝐸[𝑌𝐴 − 𝑎𝑋𝐴]2 

then 

http://www.ijesm.co.in/
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𝑔(𝑎) = lim
𝐴↗𝑇

𝐸[𝑌𝐴 − 𝑎𝑋𝐴]2 = lim
𝐴↗𝑇

𝐸[𝑌𝐴
2] − 2𝑎lim

𝐴↗𝑇
𝐸[𝑋𝐴𝑌𝐴] + 𝑎2lim

𝐴↗𝑇
𝐸[𝑋𝐴

2] 

Clearly, 𝑔 𝑎 is minimum if 𝑔′(𝑎) = 0.  

Then lim
𝐴↗𝑇

𝐸[(𝑌𝐴 − 𝑎𝑋𝐴)𝑋𝐴] = 0. ◻ 

 

Theorem 4. Let𝑋, 𝑌 ∈ 𝐻. If the random variables 𝑋𝐴 , 𝑌𝐴  are Gaussian (or 𝑋, 𝑌 are Brownian motions [BoSa, 

Da, Du, Fr, ReYo]) for all𝐴 ∈ 𝐀  and lim
𝐴↗𝑇

𝐸[𝑌𝐴] = lim
𝐴↗𝑇

𝐸[𝑋𝐴] = 0then 

Set indexed norm minimizing estimationof 𝑌 by linear function of set indexed process is equal to set indexed 

norm minimizing estimationof 𝑌 by nonlinear function of set indexed process.  

(In other words,lim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑋𝐴] =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
lim
𝐴↗𝑇

𝐸[𝑋𝐴]). 

Proof.  

The random variables𝑋𝐴 , 𝑌𝐴  are normal for all 𝐴 ∈ 𝐀and  lim
𝐴↗𝑇

𝐸[𝑌𝐴] = lim
𝐴↗𝑇

𝐸[𝑋𝐴] = 0.  

From Theorem 2(b) we get that, set indexed norm minimizing estimationof 𝑌 by linear function of set 

indexed process is 𝑎𝑋 + 𝑏when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
 and 𝑏 = 0. Then 𝑋𝐴 , 𝑌𝐴 − 𝑎𝑋𝐴 are uncorrelated since〈𝑌 −

𝑎𝑋, 𝑋〉𝐻 = 0. But 𝑋𝐴 , 𝑌𝐴are normal then𝑋𝐴 , 𝑌𝐴 − 𝑎𝑋𝐴are independent. 

Then 

lim
𝐴↗𝑇

𝐸[𝑌𝐴 − 𝑎𝑋𝐴|𝑋𝐴] = lim
𝐴↗𝑇

𝐸[𝑌𝐴 − 𝑎𝑋𝐴] = lim
𝐴↗𝑇

𝐸[𝑌𝐴] − 𝑎lim
𝐴↗𝑇

𝐸[𝑋𝐴] = 0 

and on the other hand 

lim
𝐴↗𝑇

𝐸[𝑌𝐴 − 𝑎𝑋𝐴|𝑋𝐴] = lim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑋𝐴] − 𝑎lim
𝐴↗𝑇

𝐸[𝑋𝐴|𝑋𝐴] = lim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑋𝐴] − lim
𝐴↗𝑇

𝑋𝐴 

and from that we get,  

lim
𝐴↗𝑇

𝐸[𝑌𝐴|𝑋𝐴] = 𝑎lim
𝐴↗𝑇

𝐸[𝑋𝐴] when 𝑎 =
〈𝑋,𝑌〉𝐻

〈𝑋,𝑋〉𝐻
. ◻ 
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